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ABSTRACT: The theoretical description of the time-
evolution of excitons requires, as an initial step, the calculation
of their spectra, which has been inaccessible to most users due
to the high computational scaling of conventional algorithms
and accuracy issues caused by common density functionals.
Previously (J. Chem. Phys. 2016, 144, 204105), we developed a
simple method that resolves these issues. Our scheme is based
on a two-step calculation in which a linear-response TDDFT
calculation is used to generate orbitals perturbed by the
excitonic state, and then a second linear-response TDDFT
calculation is used to determine the spectrum of excitations
relative to the excitonic state. Herein, we apply this theory to
study near-infrared absorption spectra of excitons in oligomers
of the ubiquitous conjugated polymers poly(3-hexylthiophene) (P3HT), poly(2-methoxy-5-(2-ethylhexyloxy)-1,4-phenyl-
enevinylene) (MEH-PPV), and poly(benzodithiophene-thieno[3,4-b]thiophene) (PTB7). For P3HT and MEH-PPV oligomers,
the calculated intense absorption bands converge at the longest wavelengths for 10 monomer units, and show strong consistency
with experimental measurements. The calculations confirm that the exciton spectral features in MEH-PPV overlap with those of
the bipolaron formation. In addition, our calculations identify the exciton absorption bands in transient absorption spectra
measured by our group for oligomers (1, 2, and 3 units) of PTB7. For all of the cases studied, we report the dominant orbital
excitations contributing to the optically active excited state−excited state transitions, and suggest a simple rule to identify
absorption peaks at the longest wavelengths. We suggest our methodology could be considered for further developments in
theoretical transient spectroscopy to include nonadiabatic effects, coherences, and to describe the formation of species such as
charge-transfer states and polaron pairs.

■ INTRODUCTION

The spectroscopic analysis of photoinduced charge generation
usually begins with the assignment of photon wavelengths at
which excitons predominantly absorb.1,2 In conjugated
polymers, this is particularly vital, as inhomogeneous broad-
ening in both solutions and films often leads to shapeless
excited-state absorption (ESA) spectra. Accurate peak identi-
fication allows for differentiation of excitons from other species
such as bipolarons, free polarons, and charge-transfer states,
simplifying the monitoring of photophysical dynamics. While
researchers typically rely upon correlating kinetics between
peaks, or simple external controls (spectroelectrochemistry, O2
quenching, applied magnetic fields, temperature variations) for
peak assignment, the application of theoretical methods for
peak identification in transient spectroscopy has been severely
limited to date.3−5 Although there are many productive
theoretical models for excited-state phenomena in general,
the development of inexpensive first-principles quantum

chemical methods is still a challenging goal. DFT-based
methodologies are becoming remarkably accurate for ground-
state properties, due to the development of robust exchange-
correlation density functionals such as those from the
Minnesota6 and meta-GGA families.7 However, TDDFT
functional development and application are very sensitive,
and involve a significant amount of details and restrictions to
accurately describe time-dependent electronic phenomena.8,9

Algorithms developed within quadratic response (QR)
TDDFT and correlated wave function theories are able to
compute ESA and two-photon absorption cross sections.10−12

The main advantage of correlated wave function quadratic
theories is that the user can obtain highly accurate results.
However, the computational demands are significantly higher
than those in standard linear response (LR) methods. For
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instance, QR TDDFT calculations, roughly speaking, scale as
N6, whereas LR TDDFT computations scale as N4. For
calculation of the absorption spectrum of a given excited state,
ref 4 presents a promising real-time TDDFT method that
consists of generating an approximation to the excited state of
interest, and then propagating and analyzing this excited state.
During the propagation in this method, the time-dependent
exchange-correlation potential reduces accuracy by red-shifting
the excitation energies for transitions starting from the excited
state of interest; this peak-shifting problem also arises in QR
TDDFT. Over-relaxation of excitation energies is common in
real-time propagations.13−16 Moreover, even though real-time
propagation techniques are powerful, their straightforward
application is limited outside of theoretically focused research
groups, making the incorporation of real-time methods into the
toolbox of spectroscopic analysis, as is the case for standard
ground-state TDDFT, unlikely at present.
We recently proposed a second linear-response (SLR)

algorithm (described in the following section) and a formalism
based on wave function theory and LR TDDFT to estimate
excited-state absorption spectra.17 For a given molecular
geometry, the SLR method outputs the oscillator strengths
for transitions from an excited state chosen by the user. In
principle, other quantities such as excited state−excited state
transition densities can be calculated as well. The SLR
algorithm avoids over-relaxation of excitation energies, and
the total computational cost is only twice that of a regular LR
calculation. The method was successfully applied to estimate
transient absorption spectra in the X-ray and UV/vis regimes.
In this Article, we utilize the SLR method to help resolve the
common predicament of excited-state transient spectra
prediction for large oligomeric systems. We demonstrate that
SLR accurately describes the exciton absorption spectra of two
canonical conjugated polymers, via the analysis of the ESA of
their oligomers (Scheme 1): poly(phenylene-vinylene) (MEH-

PPV) (n = 2,4,6,8,10) and poly(3-hexylthiophene) (P3HT) (n
= 2,4,6,8,10). Our calculations confirm experimental exciton
line shape assignments for the polymers P3HT and MEH-PPV.
In addition, we apply SLR to describe the exciton absorption
profi les of three (n = 1,2,3) oligomers of poly-
(benzodithiophene-thieno[3,4-b]thiophene) (PTB7), a more
recent “donor−acceptor” conjugated polymer known for being
a champion organic photovoltaic material. We include
oligomer-specific transient absorption spectra measured by
our group that validate our computational predictions. For the
systems studied in this work, the nature of the dominant

molecular orbitals contributing to the highest oscillator strength
ESA transitions from the S1 state is explicitly identified, and the
conjugation length dependence of these transitions is
determined. It is our hope that this demonstration of the
computationally efficient SLR technique over a chemically
diverse set (with atoms such as S, F, and O) of organic
semiconducting materials serves as motivation for its standard
incorporation into the common computational toolkits of
transient optical spectroscopists.

■ THEORY
We denote the many-body eigenfunctions of the system as
{ΨK}. These wave functions satisfy ĤΨK = EKΨK, where Ĥ is
the Hamiltonian describing the electronic degrees of freedom
of the molecule. The ground-state wave function is Ψ0.
Traditionally, perturbation theory approaches assume that the
system is initially in the ground state (Ψ0), and then a weak
external perturbation is turned on. In our case, we are
interested in describing how a system in the excited state ΨI
transitions into other states. To achieve this, we performed a
perturbation theory analysis for a different initial state,17 in
which the ground state is slightly perturbed by the excited state
ΨI. This initial state is Ψ0 + λΨI, where λ > 0. We showed that
the residues of the polarizability tensor (in frequency space) of
the system provide the perturbed dipole vector dJI(λ) =
⟨ΨJ|μ̂|Ψ0 + λΨI⟩, which upon differentiation with respect to λ
gives the oscillator strength of the I → J transition: f JI = 2/
3ΩJI|⟨ΨJ|μ̂|ΨI⟩|

2, where ΩJI = EJ − EI.
Scheme 2 summarizes the steps required to compute {f JI}

within linear-response TDDFT. The algorithm to calculate the

absorption spectrum of an excited state is as follows: (i)
Perform a standard linear-response TDDFT calculation. (ii)
Select the excited state of interest, and perturb the ground-state
orbitals. (iii) Run a new linear-response calculation with
reference to the perturbed orbitals. (iv) By comparing the
transition dipoles from the two LR calculations, the absorption
spectrum of the excited state of interest is calculated, as we
explain below.

Scheme 1. Molecular Structures Considered in This Work

Scheme 2. Diagram Summarizing the Procedure To
Calculate an ESA Spectruma

aThe oscillator strength of an excited state−excited state transition is
computed as f JI = 2/3ΩJI|⟨ΨJ|μ̂|ΨI⟩|

2, where ΩJI is the frequency of the
I → J transition. The frequencies {ΩJI} are computed using data from
the original LR spectrum (first step shown above), ΩJI = ΩJ − ΩI. Each
transition dipole vector ⟨ΨJ|μ̂|ΨI⟩ is calculated using first-order finite
differences, eq 3, where λ is a number close to zero.
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In the traditional LR approach, one solves the Casida, or
random phase approximation equations:
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The matrices A and B depend on the ground-state electronic
density of the system, which is determined by the ground-state
orbitals, denoted here as {ψp}. We use the index i for occupied
orbitals, and a for unoccupied ones. The vectors X and Y are
quantities required to compute the electronic transition
densities of the system. For each excited state, K, there is a
pair of vectors XK, YK and excitation frequency ΩK = EK − E0.
The initial state Ψ0 + λΨI is represented here by the perturbed
orbitals (second step of the algorithm):

∑ψ ψ λ ψ̃ = + +X Yr r r( ) ( ) ( ) ( )i i
a

ai
I

ai
I

a
(2)

These orbitals ({ψ̃i}) reproduce the initial density of the
perturbed system, up to first order in λ. Using the new orbitals
({ψ̃p}), we run again the linear-response calculations. This step
does not require alteration of the standard LR TDDFT
algorithm: The routine that solves the Casida equations only
needs the new set of orbitals {ψ̃p} (or eigenvectors), and then
the user requests that the program solves the Casida equations
once more. Let us denote {dJ

0 = ⟨ΨJ|μ̂|Ψ0⟩} as the set of
transition dipoles obtained from the first LR problem. We
approximate the transition element ⟨ΨJ|μ̂|ΨI⟩ by numerical
differentiation:

μ
λ

λ
⟨Ψ | |̂Ψ⟩ ≈

−d d( )
J I

JI J
0

(3)

The perturbed transition dipoles dJI are printed out after
running the LR TDDFT calculations for the second time using
the orbitals shown in eq 2. In principle, as λ → 0, the
frequencies from the SLR and LR calculations get progressively
closer. This eliminates the peak-shifting problem mentioned in
the first section, and allows us to calculate ΩJI using the
excitation energies from the first LR calculation, that is, ΩJI = ΩJ
− ΩI.
We selected n-repeat unit oligomers of P3HT (n =

2,4,6,8,10), PTB7 (n = 1,2,3), and MEH-PPV (n =
2,4,6,8,10), and carried out geometry optimizations with the
exchange-correlation (XC) functional PBE18 and the basis set
6-31G* (Figures S1−3).19 The oligomer size selection for
P3HT and MEH-PPV is supported by the work of Risko et
al.,20 who showed that the frontier orbitals delocalize on a range
of up to 10 contiguous aromatic rings. We refer to a given
oligomer by the abbreviation of the corresponding polymer,
followed by the number of units used. For example, P3HT-2 is
an oligomer with two repeat units. Typically the conjugated
polymers possess pendant alkyl side-chains to enhance
solubility, but we utilize the common literature approximation
of cleaving the side-chains to a terminal methyl group, which
has little to no effect on the valence orbitals;20 the structures
shown in Scheme 1 may be considered the exact structures
modeled. These geometries were then used as input for
subsequent excited-state calculations. For each oligomer at its
optimal geometry, we ran a standard LR TDDFT calculation to
generate the lowest-lying, high-oscillator strength exciton state,
here denoted S1. The transition vectors resulting from the
calculation of the S1 state were then used to perform the second
LR estimations. The molecules in real experimental conditions

are surrounded by random environments. This is reflected by a
disordered distribution of molecular geometries. Equilibrium
geometries from any proper density-functional for the isolated
molecule, including the exact one, are assumed to yield a
representative configuration of the ensemble of all of the likely
geometries. Hence, for simplicity, we use PBE geometries.
CAM-LDA0 is the XC functional employed for the excited-

state calculations. The exchange energy in CAM-LDA0 is split
into 25% global and 50% long-range Hartree−Fock exchange,
25% global and 50% short-range LDA exchange energies,21 and
100% LDA correlation.22 To verify the exchange percentages
are correct, note that the long- and short-range exchange
energies must be first factorized as 50% (long-range + short-
range), which then amounts to 50% of the global exchange in
the uniform electron gas limit. Adding this to 25% of nonlocal
exchange and 25% LDA exchange, in the uniform electron gas
limit, we recover 100% exchange energy. With respect to CAM-
B3LYP23,24 or CAM-PBE0,25 LR TDDFT computations with
CAM-LDA0 are twice as fast, and yield very similar excitation
energies (within 0.2 eV) and oscillator strengths for charge-
transfer, Rydberg, and local excitations.26 The positive
applicability of CAM XC functionals to π-conjugated fluorene
oligomers has been demonstrated previously by Ling et al.3

Because only excitations of relatively short-range (not Rydberg-
like) are required, we use the cc-pVDZ basis set27 for the LR
calculations, except for PTB7-3 and MEH-PPV-10, which were
studied with the SBKJC VDZ basis set and its effective core
potential28 (this set reduces computational costs and gives
results similar to those of cc-pVDZ).
All of the calculations discussed in this work, including SLR,

were performed with the NWChem computational package,29

and using the random phase approximation (RPA); in other
words, the “Y” vectors were always computed. In our
experience, CAM-LDA0 calculations with RPA tend to be
more accurate than those with the Tamm−Dancoff approx-
imation (i.e., ignoring “Y” vectors). The excited state−excited
state transition dipoles {⟨ΨJ|μ̂|ΨI⟩} are calculated by means of
first-order finite differences, eq 3, which approximate the
derivative of dJI(λ) around λ = 0. Once these transition dipoles
are estimated, the SLR algorithm computes the oscillator
strengths ( f JI = 2/3ΩJI|⟨ΨJ|μ̂|ΨI⟩|

2).
After resolving the Casida equation for perturbed initial

orbitals (step 4, Scheme 2), a new set of excitation vectors is
produced; we denote this set as {X̃J, ỸJ}. These vectors are
required to compute the perturbed transition dipoles. Because
the perturbation alters the ordering of this set of vectors with
respect to the original arrangement, the SLR algorithm relabels
the vectors so the correct dipoles are compared in the
computation of the numerical derivatives, eq 3. The relabeling
criterion used by the algorithm is as follows:17 Two pairs of
excitation vectors (XJ, YJ) and (X̃K, ỸK) correspond to one
another if 1 − Ctol < |(XJ)TX̃K − (YJ)TỸK| < 1 + Ctol, where Ctol
is a number close to zero chosen by the user, and the
superscript “T” indicates transpose. If the criterion is met, then
the algorithm replaces the label K by J. Once the labels are
properly reassigned, the SLR algorithm computes dJI, using (X̃

J,
ỸJ), and proceeds with computing the numerical derivatives.
Numerical differentiation, to estimate excited state−excited

state transition dipoles, demands λ be a number close to zero.
Under (costumary) small trial vector spaces and moderate
convergence criteria, very small values leave in general the
shape of the spectrum unaffected, but might cause few oscillator
strengths to be unphysically too large. To avoid this, we
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progressively increase the value of λ until large variations in the
oscillator strengths disappear. We consider the oligomer P3HT-
2 as reference. We compute the absorption spectrum of the S1
state for several candidate values of λ: 0.01, 0.05, 0.1, and 0.2.
Here, we use the values Ctol = 0.005 and 0.01 for λ = 0.01 and
0.05, respectively; for λ = 0.1 and λ = 0.2, we use Ctol = 0.05.
Values of λ greater than 0.2 make the relabeling more difficult
because the inner products differ significantly from unity.
Hence, we stop at λ = 0.2. Figure S1 shows that the spectra in
the range of interest are similar for the candidate values of λ
tested. We choose λ = 0.1 because for this value the oscillator
strengths are also well behaved in the range 350−550 nm.

■ EXPERIMENTAL METHOD
Transient absorption measurements were performed on PTB7
oligomers in chloroform solution using a Coherent ultrafast laser
system. The system includes a Ti:sapphire oscillator (Mira) pumped
by a diode laser (Verdi-5), a regenerative amplifier (RegA 9050)
pumped by its own diode laser (Verdi-10), a separate stretcher/
compressor, and an optical parametric amplifier (OPA, Coherent).
The amplified output of the RegA (10 μJ/pulse at 100 kHz repetition
rate) was compressed to close to 50 fs and then divided with an 80/20
beam splitter. The low power split fundamental beam was tightly
focused on a 3 mm thick sapphire plate to generate the near-IR probe
beam signal in the spectral range of 850−1670 nm, while the higher
power beam was used to pump the OPA to generate the excitation
pulse. The IR signal was spectrally dispersed with a monochromator
(Princeton Instruments Acton SP2300) and detected with a liquid
nitrogen cooled CCD array (Princeton Instruments Pylon IR).

■ RESULTS AND DISCUSSION

For each oligomer, we calculated the oscillator strengths of S1
→ Sn transitions using the SLR algorithm and broadened these
values with Gaussian functions. To compare the computed
spectra against the experimental ones, for each system we
scaled all of the oscillator strengths of each oligomer by the
same single factor; the relative heights are preserved. The
Gaussian bandwidth (σ) we use is 50 nm and applied for all of
the computed solid lines. This is designed to mimic bandwidths
that could be obtained by more rigorous methods such as ab
initio molecular dynamics.
In Figure 1 we show the computed versus experimental ESA

spectra for P3HT. The experimental data measured by Guo et
al.30 for exciton absorption of regiorandom P3HT are included.
The pump wavelength is 400 nm, power density around 30 μJ/
cm2, and pump−probe delay is 0 ps. Regiorandom P3HT forms

disordered polymer chains, favoring more localized excitons
than in regioregular P3HT. Guo et al.30 assigned the band
around 900 nm to absorption by the exciton state because it
vanishes 100 ps after excitation, while the stimulated emission
signal decays similarly. The small peak around 700 nm is due to
bipolarons, as confirmed by transient anisotropy measurements.
The initial LR TDDFT calculations indicate S0 → S1 is the

main transition among the low-lying possible excitations. For
the oligomer P3HT with 10 units, the wavelength of the S0 →
S1 transition is 521 nm, in agreement with the peak at 520 nm
of the visible spectrum of RR-P3HT.31 For all of the P3HT
oligomers, the S0 → S1 transition is dominated by promotion of
the HOMO to the LUMO.
The SLR calculations show that the exciton states (S1) of

P3HT oligomers with 6, 8, and 10 units absorb photons with
wavelengths close to 900 nm. The ESA of P3HT-10 has the
best agreement with experimental data. The dominant exciton
absorption transitions are S1 → S5 for n = 10, and S1 → S4 for n
= 8 and n = 6. None of these oligomers (n = 6, 8, 10) shows a
strong absorption at 700 nm. This confirms the peak
assignments of Guo et al.30 and supports that the 700 nm
band does not arise from exciton absorption, but a different
species.
We denote for simplicity HOMO and LUMO as H and L,

respectively. For P3HT-8, the S4 state is characterized by four
dominant single orbital transitions with respect to the ground
state: H−2 → L+1, H−1 → L, H−1 → L+2, and H → L+1. In
contrast, S5 of P3HT-10 embodies mainly a H → L+1 and a
H−1 → L transition. Using these excitations from the ground
state as reference, we interpret the S1 → S4 transition includes:
a de-excitation from the LUMO (which is occupied in the S1
state) back to the HOMO, then a promotion from the HOMO
to partially populate L+1; and two excitations from levels below
the HOMO to levels above the LUMO, whereas the S1 → S5
excitation is L → L+1 and repopulation of the LUMO by the
HOMO−1 level. Figure 2 visualizes the valence orbitals of

P3HT most commonly involved in the excitation processes.
The shapes of these orbitals are consistent with the known
nodal structures of P3HT molecular orbitals.
Figure 3 shows the result of the SLR calculations and

experimental data reported by Hsu et al.32 (dashed line). These
authors performed photoluminescence (PL) and -absorption
(PA) measurements in MEH-PPV films. The dashed line in

Figure 1. S1 absorption spectra of P3HT oligomers. The dashed and
solid lines represent experimental data30 and broadened calculated
absorption strengths, respectively. The vertical lines indicate position-
ing of the excitation energies of transitions from the S1 state, and are
proportional to the heights of the discrete oscillator strengths of these
transitions. The solid lines were broadened with Gaussian functions (σ
= 50 nm).

Figure 2. CAM-LDA0/cc-pVDZ isosurfaces (99% density confine-
ment) of four orbitals involved in the exciton absorption of P3HT-10:
H−1, H, L, and L+1. Atom colors: C, dark gray; S, yellow; H, light
gray.
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Figure 3 was recorded 200 ps after the excitation (at 600 nm).
The PL spectra observed at 800 nm indicate that at 200 ps the
excitons are a minority species. The PA at 800 nm requires
fitting by two exponentials in the range between 0 and 500 ps
after the excitation, one with time constant 10 ps, and the other
with 1.2 ns. Because of noise, the fit only suggests the decay is
biexponential, not that there is a process with 10 ps lifetime
(the exciton lifetime is 300 ps). In addition, in Figure S2 we
include data reported by Yan et al.33 (●) and Samuel et al.34

(+) for MEH-PPV (the spectra in dashed lines and ● were
scaled for comparison with + symbols). The spectrum by Yan
et al.33 was taken immediately after the pump pulse (0 ps
delay). The data measured by Samuel et al.34 also display a
similar absorption profile at 5 ps after an excitation at 315 nm.
The slow exponential decay measured by Samuel et al.34 for
ESA at 800 nm agrees with the data of Hsu et al.32 within 0.1
ps.
According to the SLR calculations, for all of the computed

oligomers, except the one with two units, the excitons strongly
absorb at wavelengths around 850 nm, in excellent agreement
with the data reported by Hsu et al.32 Only the excitons of
oligomers with 8 and 10 units absorb near 700 nm. Absorption
at this wavelength is responsible for the small shoulder of the
spectrum shown in black circles, Figure 3. These results imply
the transient absorption of the excitonic states and the
bipolarons overlap, causing the biexponential decay of the
spectral lines.
The main transitions are around 850 nm, S1 → S6 and S1 →

S7 in oligomer MEH-PPV-8 and -10, respectively; around 750
nm, S1 → S11 in MEH-PPV-8, whereas in MEH-PPV-10 it is a
combination of separate transitions from S1 to S13, S14, and S15.
Interestingly, the transitions peaking at 850 nm of MEH-PPV-8
and -10 are similar in character. With reference to the ground
state, the S1 state in both oligomers is dominated by H → L
and H−1 → L+1, while in S6 and S7 there are four single
particle transitions: H → L+1, H−1 → L, H−1 → L+2, and
H−2 → L+1. Thus, the redistribution of the LUMO and
LUMO+1 levels (Figure S7) in excitations from S1 in both
oligomers is similar for the absorption around 850 nm. The
characters of the singlet transitions around 750 nm involve
collectively many single-particle transitions, especially in MEH-
PPV-10. In MEH-PPV-8, the orbital excitation with largest
transition strength (maximum Xai) is a H−9 → L promotion.
Last, we show the results of the SLR computations for PTB7

oligomers with 1, 2, and 3 units, Figure 4b. PTB7 is somewhat
unique in that it is considered a donor−acceptor “charge-
transfer” polymer, and potentially exhibits qualitatively different

photophysics from P3HT and MEH-PPV.35 We include
transient absorption measurements taken at 200 ps after the
pump perturbation for PTB7-2 and -3, and 2.5 ps for PTB7-1.
Note that there is an extra aromatic monomer outside the
bracket in Figure 4a; this unit does not affect significantly the
experiment versus theory comparison. The pump−probe delays
were chosen because of a difference in dynamics between the
long and short oligomers: In the 2 and 3 unit oligomers, there is
a fast-decay small component near 860 nm with a lifetime of 10
ps. The 200 ps delay was chosen to more accurately represent
the singlet exciton without contribution of this faster decaying
species. The initial excitation is at 540 nm, with pulse duration
of 60 fs; the solvent used is chloroform. For PTB7-2 and PTB7-
3, we note that there are two absorption bands: one broad band
around 1100 nm and a thinner peak around 850 nm. On the
other hand, PTB7-1 shows absorption around 850 nm, and no
broad band around 1100 nm.
The computed ESA spectra for PTB7-2 and PTB7-3 indicate

absorption near the two measured absorption bands, in
agreement with the experiment. For PTB7-1 the SLR
computations suggest that the band around 850 nm (S1 →
S5) is dominant over the small peak near 1050 nm, while no
peak is visible in the experimental data within the range. In
PTB7-2, the peak at 1098 nm (S1 → S5) and its shoulder on the
left are split into three smaller bands in PTB7-3, located at 1050
(S1 → S7), 1190 (S1 → S5), and 1361 nm (S1 → S4). The
experiment indicates a similar trend, that the band of PTB7-3 is
broader than that of PTB7-2. However, the net shift of the
broad bands in the experiment (from left to right) is not fully
captured by the calculations: The tallest peak of PTB7-3 is at
1050 nm, while for PTB7-2 it is at 1098 nm. We believe this is
caused by in-solution structural dynamics of equilibrium states
(and excited states, when pump−probe delays are significant)
of the oligomers, not considered in this calculation, and/or
errors due to the functional and basis set used. We ran CAM-

Figure 3. Calculated S1 absorption spectra of MEH-PPV oligomers
versus experimental exciton absorption data measured by Hsu et al.32

on MEH-PPV films. Solid lines, SLR calculations; dashed line,
experimental.

Figure 4. (a) Molecular formula of the oligomers studied
experimentally, where R is TIPS-(triisopropylsilyl group), and R′ is
ethylhexyl. (b) Calculated S1 absorption spectra of PTB7-1 (purple),
-2 (green), and -3 (gold). The experimental data are shown in lines
and points (linespoints) for PTB7-1 (purple), -2 (green), and -3
(gold). For PTB7-2 and -3, the pump−probe delay is 200 ps, whereas
for PTB7-1 it is 2 ps.
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PBE0 calculations and noted that, even though the shift of
oscillator strengths (Figure S3) displays some improvement,
the accuracy in the relative heights and positioning of the peaks
is reduced with respect to CAM-LDA0 results. Alternatively,
double-hybrid approaches,36 which include (in addition to
nonlocal exchange) nonlocal elements in the correlation
energy, might offer further improvements, but they require
new extensions to conventional LR algorithms that can
potentially increase the computational scaling.
In PTB7-1, the tallest peak shown in the plot is a S1 → S5

excitation. With respect to the S1 state (roughly speaking), the
LUMO electrons are promoted to LUMO+2, and the pair in
the HOMO−4 reoccupies the LUMO. Furthermore, the states
S5 and S7 of PTB7-2 and -3, respectively, show some common
single-orbital excitations (Table 1, Figure 5). The excitation

H−3 → L+1 is present in all four singlet states included in
Table 1, whereas the S5 states of PTB7-2 and -3 also share the
H−1 → L transition. The donor−acceptor nature of PTB7
molecular orbitals is evidenced by the localized nature of the
LUMO orbitals relative to those of P3HT. The H−1 and L−1
orbital distribution is clearly more inhomogeneous than the
P3HT H−1 and L−1 orbitals, which supports our previous
statement of vital differences in torsional degrees of freedom of
PTB7. It is likely that this combination of torsional disorder
and donor−acceptor-induced charge-transfer character is a
significant cause behind the errors involved in the PTB7
calculation, which we attributed to geometric relaxation and
functional deficiencies.
Summarizing the results of P3HT and MEH-PPV, the

molecular orbitals mediating ESA in conjugated polymers are
often H/L → H−1/L and H/L → H/L+1 in character, where
A/B denotes transition from orbital A to B, originating at the
ground state. In the long oligomer limit of P3HT, S1 → S5 is
the dominant transition exhibiting this character, and for MEH-
PPV, S1 → S6 and S1 → S7 show significant tendencies toward
this orbital character. This characterization of the dominant

contributing orbitals is supported by previous theoretical work
on the homopolymer polyfluorene,3,4,37 with one study usefully
describing the orbital character of the low-energy near-IR
transitions as being exactly H/L → H−1/L and H/L → H/L
+1,3 as observed in this work for P3HT and MEH-PPV.
In the case of homopolymers, these orbital contributions

suggest a simple rule-of-thumb for predicting peak positions of
singlet exciton absorptions in conjugated polymers: as a zeroth-
order approximation, one can assume the dominant oscillator
strength transition is H/L → H−1/L and H/L → H/L+1 in
character, identify the lowest lying singlet excitation with H/L
character, and the single excitation in the rough near-IR region
with primarily H−1/L and H/L+1 character. The energy
difference between these two singlet excited states should
roughly correspond to the excited-state absorption energy
observed spectrally.
We observe the SLR calculations miss expected peaks in the

tail (beyond 1000 nm) of the experimental P3HT ESA
spectrum. These missing states need a description that
considers long (flexible) polymeric chains, interaction with
neighbors, and molecular motion leading to peak broadening.
Capturing bulk and solvent effects are additional challenges of
high relevance for future work. We believe a careful
combination of classical MD with SLR might help as the initial
step in elucidating these effects. It would be desirable to use
fully ab initio periodic calculations for these type of problems.
However, the high cost of computing quantities such as
nonlocal Hartree−Fock exchange could make this task difficult.
There is promise in methods38 developed to partition quantum
mechanical systems into a system and a bath (so both are
treated by quantum mechanics), and these could easily help
SLR methods afford more realistic descriptions.
Despite that the SLR computations costs match those of

regular LR TDDFT, preferred robust functionals with
Coulomb attenuation (or range separation) remain more
expensive than more affordable functionals such as PBE or
BLYP. Here, the inclusion of exact exchange and its long-range
form using the error function is also responsible for this
increase in computational demands, but it offers better accuracy
in excitation energies (which is essential for the quality of
excited state−excited state transition energies, especially for
large oligomers). This is a significant limitation for application
in periodic systems. Fortunately, research to eliminate this
limitation is progressing.39

The SLR method could be used to study the formation of
other transient species such as (bi)polarons, excimers, and
charge-transfer states. There are two cases: (i) The transient
species geometry is known and lies in an excited state. (ii) The
SLR theory is used to design new methods to calculate
nonadiabatic couplings and then applied to predict the
conversion of transient species into others. For example, in
case (i), the experimentalist could hypothesize that a singlet
excited state transformed into an excited triplet and could use
SLR to calculate its absorption spectrum and confirm her/his
assumption. In case (ii), the calculation of nonadiabatic
elements involving nuclear gradients may also proceed in
analogy with standard LR,40 through pole analysis of averaged
nuclear gradients (over electronic degrees of freedom), where
the initial states are perturbed as suggested in this Article. In
this direction, the SLR method provides new routes to predict
the formation of transient species.

Table 1. First Four Dominant Orbital Transitions (Taken
from the First LR TDDFT Calculations) in the S5 and S7
States of PTB7-2 and -3

PTB7-2 PTB7-3

S5 S7 S5 S7

H−3 → L+1 H−3 → L+1 H−3 → L H−4 → L
H−1 → L H−3 → L+3 H−3 → L+1 H−3 → L+1
H → L+1 H−1 → L+3 H−2 → L+1 H−2 → L
H → L+2 H → L+3 H−1 → L H → L+1

Figure 5. CAM-LDA0/cc-pVDZ orbital surfaces (99% density
confinement) of the levels H−1, H, L, and L+1, of the oligomer
PTB7-3. Additional atom colors: O, red; F, light blue.
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■ CONCLUSION
Motivated by the challenge of reducing the computational
scaling, and improving the accuracy of theories describing
excited-state phenomena, we showed that our second linear
response TDDFT methodology based on wave function theory
can efficiently calculate exciton absorption spectra of a wide set
of oligomers of P3HT, MEH-PPV, and PTB7. The calculations
are consistent with transient experimental data for the three
types of materials explored. For P3HT and MEH-PPV, we
observe that the red-most absorption bands converge around
10 monomer units, whereas for the PTB7 oligomers studied
here our model identifies the near-IR bands of the excitonic
states. With regard to MEH-PPV, the computations confirm
that the exciton absorption overlaps with the signal
corresponding to the ultrafast formation of bipolarons. For
future work, we believe it important to develop new time-
dependent XC potentials that can improve the quality of
excited-state spectra, with reduced computational cost.
Furthermore, work on applications to describe the formation
of other species like bipolarons, and on speeding traditional LR
TDDFT calculations, is in progress.
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